Modeling sampling strategies for determination of zooplankton abundance in ballast water
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A B S T R A C T

Ballast water has been a major source of non-indigenous species introductions. The International Maritime Organization has proposed performance standard that will establish an upper limit for viable organisms in discharged ballast. Here we test different sampling efforts for zooplankton in ballast water on a commercial vessel. We fit different probability density functions to find the most representative and evaluated sampling efforts necessary to achieve error rates (α, β) of <0.05. Our tests encompassed four seasonal trials and five sample volumes. To estimate error rates, we performed simulations which drew from 1 to 30 replicates of each volume (0.10–3.00 m³) for mean densities ranging between 1 and 20 organisms m⁻³. Fieldwork and simulations suggested that >0.3 m³ samples had the best accuracy and precision, and that the Poisson distribution fit these communities best. This study provides the first field test of a sampling strategy to assess compliance with the future IMO standard for large vessels.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Ballast water is one of the world’s largest vectors for non-indigenous species (NIS) transfer (Molnar et al., 2008). Efforts to control this vector in the Great Lakes began in 1989 with voluntary mid-ocean ballast water exchange (BWE) for vessels entering with filled ballast-water tanks, which was followed by mandatory regulations in 1993. Regulations were extended to vessels with empty ballast-water tanks in 2006 and 2008 in Canada and the USA, respectively. Ballast water management (BWM) has become a standard procedure worldwide, and is overseen by the International Maritime Organization (IMO). Current IMO best management practises request vessels with full ballast tanks conduct exchange on the open ocean to ensure that 95% of the ballast volume has been exchanged, to achieve an in-tank salinity of at least 30‰ (IMO, 2008a). While this procedure is effective in preventing the movement of NIS between freshwater ports that are connected by transoceanic routes (Bailey et al., 2011), it is less effective when both origin and destination ports are marine (Wonham et al., 2001). In 2004 the IMO proposed new performance standards (IMO D-2) (IMO, 2004). This agreement sets numerical limits on the density of two plankton size groups (<10 viable organisms m⁻³ for minimum dimension >50 μm and <10 viable cells mL⁻¹ for organisms between 10 and 50 μm) as well as for three bacteria indicators (IMO, 2004). The IMO D-2 convention has yet to be ratified and implemented (IMO, 2004).

Many companies and research groups are testing technology devices and processes to ensure compliance with IMO D-2 standards. Initial steps for approval include testing of devices by an independent third party at verification facilities designed to provide bench-scale estimations, usually referred to as land-based testing. Verification centers also must replicate treatment trials as part of the bench-scale evaluation. Sampling strategies and sampling effort are intended to be easily replicable (IMO, 2008b). Model ballast tanks must be ≥200 m³. For shipboard sampling, control and treated samples need to be collected in triplicate, that uptake and final densities be determined for control tanks, and that viable organism density be assessed before discharge of treated ballast water (IMO, 2008c). However, current guidelines provide no guidance on sample volumes or how they are collected.

Current technology devices have been tested primarily using land-based tests, though a subset has also used shipboard testing (Gollasch and David, 2010). However, no clear method exists for sampling on-board vessels, particularly for sampling directly from ballast tanks. Thus, an imbalance exists in the prescribed sampling process for land-based versus shipboard testing. Onboard sampling poses a major challenge as the IMO D-2 standard requires very low densities of zooplankton, and estimating live density of organisms requires large sample volumes, even under the best case (and unrealistic) scenario that...
organisms are randomly distributed (Lee et al., 2010; Miller et al., 2011; Frazier et al., 2013). Moreover, random dispersion of zooplankton in ballast tanks cannot be assumed, as organisms may aggregate and thus may exhibit a patchy distribution (Murphy et al., 2002; First et al., 2013).

Given that access to tanks is often limited, one important question researchers seek to answer is the relationship between sampling method and sample representativeness (Gollasch and David, 2011). Zooplankton sampling in ballast tanks may be done using plankton nets via hatches (Briski et al., 2013; Simard et al., 2011) or, less commonly, by pumping a known volume from the tank into a plankton net (McCollin et al., 2008; Veldhuis et al., 2006; Gollasch and David, 2010). Sampling a ballast tank is complicated as access is limited while in port and very difficult while en route (Wright and Mackey, 2006). Samples must be representative of the entire population, easy to replicate, and unbiased. Another consideration is inherent stochasticity associated with low population densities, with concerns regarding both accuracy and precision (Lemieux et al., 2008). In addition, the sampling strategy must allow inferences to be made regarding densities of viable zooplankton in treated water.

Another important element is to determine the minimum water volume adequate for representative sampling (Gollasch and David, 2011). Several studies have addressed the effects of low organism density and sample volume on estimating the true density of zooplankton, using both Poisson and negative binomial distributions (Lee et al., 2010; Miller et al., 2011; Frazier et al., 2013; Costa et al., 2015). The validity of this theoretical approach has not yet been affirmed empirically. The Poisson distribution is suitable under the assumption of a centralized outflow that can be sampled entirely or in equal time intervals (First et al., 2013). A key advantage is access to the entire water column of a tank. Net tows likely introduce bias as only the upper portion of the tank is typically sampled.

In this study, we tested different sampling volumes using three in-tank sampling points to sample the full depth of a ballast tank on a working cargo vessel. Our goal was to identify the sampling efforts that will provide accurate density estimations of zooplankton at the very low abundances that the IMO D-2 standard requires for compliance. We also designed a simple model to contrast common distributions that have been examined theoretically to provide a sample volume that managers can utilize to verify compliance with the IMO D-2 standard.

2. Methods

Ballast samples were collected during voyages by the Federal Venture, between 2012 and 2013 [see Paolucci et al. (2015)]. The vessel transited from three ports (Saguenay, Trois Rivières, and Bécancour) in Quebec, Canada to two ports (Vila do Conde and Sao Luis) in Brazil. A single trial was conducted during each voyage where samples were taken and analyzed. Samples were collected from the largest ballast tank (Tank 2) on the starboard side, with 25 mm diameter inlet pipes (Alfagomma 266GL Water S&D PVC Standard Duty) installed at three depths (4.5, 14.5, and 16.0 m below top deck level) to account for vertical variation in organism distribution (Fig. 1). We selected those depths based on the geometry of the tank: 4.5 m is the middle section of the attached wing tank, 14.5 m is the highest open space in the double-bottom tank, and 16.0 m is just above the baffle line in the deepest portion of the tank. Each inlet pipe contributed one third of the total sample volume. To assess sampling effort, triplicate samples totalling 0.10, 0.25, 0.50, 1.00 or 3.00 m³ were collected. Samples were collected two days after ballast-water exchange was performed in the North Atlantic region using a pneumatic, self-priming diaphragm pump. Ballast water was transferred from the tank to the forepeak of the vessel where it was filtered through a 35 μm plankton net. Water volume sampled was measured with a Seamietrics flowmeter (WMP-Series Plastic Bodied Magmeter). In-line valves were used to keep water flow rate to 40 L min⁻¹ in order to avoid mortality due to strong currents. Samples were then fixed in 95% ethanol for microscope counting. We assumed that all intact individuals encountered when processing under the microscope were alive at the time of capture. Each sample was counted entirely to assess population density. The order in which sample volumes were collected was randomized using a random number generator in Excel (Microsoft Inc.).

We conducted basic descriptive statistics (mean and standard deviation) for our four trials. Variance was grouped for fall and spring as those samples were not statistically different and mean densities were similar. Our first goal was to determine the best volume for sampling. Since the true density of organisms in the ballast tank was not known, we assumed that the mean density of organisms over all sample volumes in each trial was an accurate estimate of true density. Preliminary analysis of variance (ANOVA) revealed that volume sampled had a large impact on the density of organisms in the tank (p = 0.0056). We estimated density based on the data points collected from the same volume. We assumed that if we sampled at the same volume repeatedly inside the tank, the density of organisms would follow a given probability distribution function (PDF). We performed the following analysis on each of five PDFs (Poisson, Weibull, Negative binomial, Gamma, and Log-normal) with respect to each volume individually. We estimated the parameters of each PDF by maximum likelihood estimation (MLE). Then, we created random number generators based on the estimated PDFs to sample more data points (i.e. one thousand data points) for the density of organisms for each volume, and calculated the mean square error (MSE) based on our assumption that the true density was the average of density estimates in all trials for each volume (Walther and Moore, 2005).

2.1. Modeling PDF for distribution of zooplankton

Our second goal was to determine how altering the spatial distribution of zooplankton would affect the sampling error rate. Specifically, our objective was to identify the number of samples of a particular volume that would be required to confidently state that a vessel was compliant with the IMO D-2 limit of <10 viable organisms m⁻³ for zooplankton-sized organisms while keeping the rate of Type I and II errors below 5%. In other words, the cumulative sample number of each individual density (from 1 to 20 organisms m⁻³) required in each scenario was constrained to no more than a 0.05 error rate for both false positives and false negatives.
We modeled sampling from the ballast tank using a three-dimensional array in R (R Core Team, 2016). To simulate sampling from the tank, we defined each cell of the array as 1 L of water and the total volume of the array as approximately equal to the actual capacity of the tank used for our sampling (1,279,400 L in the actual tank, 1,300,000 L in our model 100 × 100 × 130 cell array). For each of 1000 replicates, we populated each cell in the array by drawing randomly from two commonly used PDFs (Poisson and Gamma) with mean densities from 1 to 20 organisms m\(^{-3}\). For each PDF, we then sampled between 1 and 30 replicates using sampling points placed at particular heights in the array (to model our field design) but with randomly assigned length and width coordinates. The decision to cut off sampling at 30 replicates was somewhat arbitrary, but reflects the reality that it is impossible to collect and process large numbers of samples within a reasonable time in order to assess compliance. 30 represents a number of replicates somewhat above that which would normally be used in field sampling. In each case, we assessed the rate of false positives and false negatives (i.e. we tallied the number of cases where the true mean density was below 10, and the estimate was above 10, or where the true density was above 10 and the estimate was below 10) for all combinations of sample volume and replicate number and determined the minimum replicate number required to achieve error rates <5% for each volume.

For the Poisson distribution, we also tested the effect on error rates of having organisms randomly but evenly distributed in the array (Even scenario) at the target density versus organisms preferring the upper wing tank (Uneven scenario: organisms randomly distributed in the 501,400 L upper section at a much higher density [up to ~500 × higher density] than the 778,000 L lower region while still achieving the same overall density as the even distribution). In addition, we modeled the effect of sampling only from the upper wing tank, as typically occurs in current working vessels. In an ideal Poisson situation (i.e. we tallied the number of cases where the true mean density was between 8 and 14 organisms m\(^{-3}\)) if the true density was below 8 organisms m\(^{-3}\), the total volume of samples seemed to be the key determinant of our ability to confidently assess compliance. In an ideal Poisson scenario, it was also evident that dispersion affects the reality that it is impossible to confidently state whether the ballast tank was compliant or not. As mean density of the sample approached the permissible limit of 10 organisms m\(^{-3}\), increasing the volume of samples improves our ability to confidently assess compliance. As expected, across the range of densities tested, increasing the volume of samples improves our ability to confidently assess compliance as the true density approaches the 10 organisms m\(^{-3}\) limit (dotted vertical line, Fig. 4, upper panel).

In contrast to small volume samples, those of 3.00 m\(^3\) required three or fewer replicate samples to confidently determine compliance when the true density was below 8 organisms m\(^{-3}\) or above 12 organisms m\(^{-3}\) (red line, Fig. 4 upper panel), and compliance could be assessed with 11–12 replicates if true density was very close to the maximum permissible limit (i.e. 9 or 11 organisms m\(^{-3}\)). Intermediate sample sizes could be used to confidently assess compliance when the true density was <7 or >13 organisms m\(^{-3}\), but as sample volume declined, the number of replicates required increased (Fig. 4, upper panel). As expected, across the range of densities tested, total sample volume seemed to be the key determinant of our ability to confidently

### 3. Results

Although the vessel traversed essentially the same route from Canada to Brazil during all four trials, the geographic position of ballast-water exchange and subsequent location of sampling varied slightly from one trial to the next. Mean plankton density ranged from 285 to 1170 organisms m\(^{-3}\) (horizontal lines, Fig. 2), with a clear seasonal pattern: trial 1 (July) was highest, trial 3 (November) the lowest, and trials 2 and 4 (September and March) were similar and had intermediate densities (Fig. 2). From our field sampling, it was also evident that dispersion is larger in smaller volumes and that it is generally low at volumes >0.50 m\(^3\) (Fig. 2).

We observed no significant difference fitting the five distribution functions in our MLE for PDFs (Fig. 3), possibly owing to our small empirical dataset (12 data points from each sample volume). We did, however, note that the 1.00m\(^3\) sampling volume exhibited the lowest MSE term relative to other volumes tested (Table 1).

When organisms were evenly Poisson distributed in the ballast tank, simulations exhibited a clear relationship between sample volume, replicate number, and our ability to confidently state whether the ballast tank was compliant or not. As mean density of the sample approached the permissible limit of 10 organisms m\(^{-3}\), the total volume of samples required to assess compliance increased (Fig. 4, upper panel), and all sampling volumes eventually required >30 samples to assess compliance. Smaller sampling volumes reached our arbitrary limit of 30 replicates earlier than did larger ones, leading to a larger window where sample sizes were insufficient to confidently assess compliance. For example, in our simulations a single 0.10 m\(^3\) sample (purple line, Fig. 4 upper panel) could theoretically be sufficient to identify the sample as compliant (i.e. <10 organisms m\(^{-3}\)) if the true density was below 3 organisms m\(^{-3}\). However, it would be impossible to confidently assess compliance of a sample with fewer than 30 replicate samples of 0.10 m\(^3\) if true density were between 8 and 14 organisms m\(^{-3}\). Overall, increasing the volume of samples improves our ability to confidently assess compliance as the true density approaches the 10 organisms m\(^{-3}\) limit (dotted vertical line, Fig. 4, upper panel).

![Fig. 2. Densities estimated from all four trials and five sampling efforts. Markers (diamonds – Trial 1, squares – Trial 2, triangles – Trial 3, and circles – Trial 4) indicate mean volume (n = 3) ± one standard deviation.](image)

![Fig. 3. Box and whisker plot for maximum likelihood of six probability density function testing 1.00 m\(^3\) sample volumes.](image)
Table 1  
Mean squared error (MSE * 10^{-5}) computed for each probability density function and each volume (m^3). Lower values indicate less dispersion between data points and the distribution curve.

<table>
<thead>
<tr>
<th>Volume (m^3)</th>
<th>Poisson</th>
<th>Weibull</th>
<th>Negative binomial</th>
<th>Gamma</th>
<th>Log-normal</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>1.2981</td>
<td>2.5946</td>
<td>2.5350</td>
<td>2.5364</td>
<td>2.7047</td>
</tr>
<tr>
<td>0.25</td>
<td>2.0119</td>
<td>3.9496</td>
<td>4.0674</td>
<td>4.0826</td>
<td>4.7422</td>
</tr>
<tr>
<td>0.50</td>
<td>1.6707</td>
<td>3.2963</td>
<td>4.0197</td>
<td>4.1046</td>
<td>6.3578</td>
</tr>
<tr>
<td>1.00</td>
<td>0.7853</td>
<td>1.5300</td>
<td>1.7222</td>
<td>1.7800</td>
<td>2.3707</td>
</tr>
<tr>
<td>3.00</td>
<td>1.4096</td>
<td>2.8947</td>
<td>3.2303</td>
<td>3.2271</td>
<td>5.5991</td>
</tr>
</tbody>
</table>

assess compliance when organisms were evenly Poisson distributed. For example, at a true density of 7 organisms m^{-3}, compliance could be assessed with a minimum of 24, 9, 5, 3 or 1 sample(s) with corresponding volumes of 0.10, 0.25, 0.50, 1.00, or 3.00 m^3, respectively. This reflects the expectation that, for Poisson-distributed populations, sampling a given volume in one large replicate or multiple small replicates should be mathematically equivalent. Here, differences likely reflect variation due to random sampling of our model tanks.

When organisms were unevenly distributed and were sampled from the full depth of the ballast tank (all three sampling ports), we saw a very similar pattern though the window of non-confidence (error rate > 0.05) moved toward false negatives (Fig. 4, lower panel). All volumes except for 0.10 m^3 could be used to assess compliance when the true density of organisms was ≤ 9 organisms m^{-3} (purple line, Fig. 4, lower panel); however, when the sample volume was low (e.g. 0.25 m^3), a large (20) number of replicates was required (green line). The number of replicates required to confidently assess compliance dropped progressively from 8 to 4 to 2 replicates at 0.50, 1.00 and 3.00 m^3 (blue, black, red lines, respectively). The lower total volume required for samples of 1.00 m^3 (4 m^3) versus 3.00 m^3 (6 m^3) suggests that multiple 1.00 m^3 samples might be the most parsimonious sampling scheme given the time required to process samples under the microscope. The major difference between “uneven” and “even” scenarios is that there were more true densities above the compliance limit where we could not confidently assess compliance in the former scenarios. At a density of 13 organisms m^{-3}, we could confidently assess compliance with sample volumes of 1.00 m^3 (black line) and 3.00 m^3 (red line), but both required sampling impractically large volumes of water: 20 m^3 (20 samples) for 1.00 m^3 and 18 m^3 (6 samples) for 3.00 m^3.

In the uneven Poisson scenario, where organisms were concentrated in the top section of the tank and only that region was sampled (Fig. 4, lower panel), results were quite different. As organism density in the upper portion of the tank was much higher than the overall mean density, it was very easy to overestimate mean density; consequently, large sample volumes from tanks with low overall density (i.e. < -3 organisms m^{-3}) were required to achieve an acceptable rate of false positives. In contrast, it took relatively small sample volumes (i.e. 1.00 m^3 total from any sample volume/replicate combination) to avoid false negatives, as few samples estimated densities lower than 10 organisms m^{-3}.

Similar to the Poisson results sampled from throughout the tank, all sampling volumes with the Gamma PDF had a window of non-confidence for densities approaching the IMO D-2 standard of 10 organisms m^{-3}. Overall, the relationships between different sample sizes were similar to that seen in the Poisson model, above. In all three dispersion scenarios, larger samples had narrower ranges where we failed to confidently assign compliance with reasonable replicate numbers (i.e. < 30 replicates; Fig. 5). In the Gamma simulations, the key difference among the three different dispersion scenarios is that as dispersion decreased (rate increased), the range where we could not confidently assign compliance narrowed. This was most apparent in the smallest sample size (0.10 m^3, Fig. 5, purple line). In the highest dispersion (rate = 0.5) model, we failed to confidently assign compliance for true densities from 7 to 15 organisms m^{-3}, while for the intermediate dispersion (rate = 1.0) model the range is 8 to 14 organisms m^{-3}, and for the more aggregated organisms (rate = 2.0) model the range is 9 to 12 organisms m^{-3}. The other sample volumes tested exhibited a similar, if less pronounced, pattern. The other major difference was that the number of replicates for a given volume decreased with decreasing statistical dispersion. This was very pronounced in the 3.00 m^3 sample size, which maintained the same narrow range of non-confidence throughout all three rate scenarios, but required > 20 replicates for confidence when dispersion was highest, 10–12 replicates at intermediate dispersion, and 5–6 replicates when dispersion was low (Fig. 5, red line). This pattern of a narrowing of the non-confidence range with decreasing dispersion, and a decrease in replicates required for confidence, was consistent across all five sample volumes. Consistent with the Poisson model, the largest sample sizes again returned the narrowest range of non-confidence for tractable sample numbers.

4. Discussion

Even at very low densities, sampling volumes of 1.00 and 3.00 m^3 were able to accurately estimate zooplankton density in ballast tanks. However, the improvement in accuracy by adding additional samples was more practical for 1.00 m^3 than for 3.00 m^3 samples. The 1.00 m^3 samples had the lowest MSE scores in five out of six PDFs tested (all
exists to build data sets that allow identifications suggested for zooplankton in ballast water (Costa et al., 2015). A need for abundance distributions (Engen and Lande, 1996) has been used as a Poisson approximation. Gamma distribution estimates have been shown to achieve a low rate of false positives when organism abundance was ≤10 individuals m⁻³, and a low false negative rate when density ≥10 individuals m⁻³ for the two PDFs evaluated here. The error rate can be improved for estimates based on 1.00 m³ samples by increasing the number of replicates (Figs. 4 and 5). Because our sampling technique was already an integration of three equal volumes, even a single replicate enhanced accuracy of the density estimate, and replicates at this volume are manageable.

There exists support for the argument that large volume samples offer better estimations assuming Poisson-based models (e.g. see Lee et al., 2010; Miller et al., 2011). However when the dispersion of organisms in the tank is unknown, there is a possibility to overestimate densities and wrongly conclude that vessels are not in compliance with the IMO D-2 standard (see Fig. 4). In our ‘uneven’ Poisson simulations, altering how animals are distributed in the tank modified not only the proportion of false positives and negatives, but the capability to accurately assess organism densities at all tested volumes. We agree with the aforementioned authors that larger volumes (e.g. 7.00 m³) provide a better estimator of density, though these volumes are impractical for organism enumeration at anything other than, and possibly including, a land-based testing facility. Our three sampling port design provides better opportunities to accurately quantify plankton present at low density. Theoretical minimum sampling volumes under our design slightly differed from those estimated by Frazier et al. (2013). We found that it would be theoretically possible to assess compliance with a single 0.1 m³ sample, if true organism density was <3 individuals m⁻³, whereas Frazier et al. (2013) and Costa et al., 2015) asserted that a minimum of 0.4m³ would need to be sampled to assess compliance. We argue that the differences between our findings reflect the different mathematical approaches used, rather than any significant disagreement in sampling recommendations. Differences may also stem from the composite nature of our samples, where every sample consisted of three 1/3 samples, taken from different parts of the ballast tank.

Our descriptive statistics highlighted that dispersion was larger on small sample volumes and decreased as volume increased (Fig. 2). Despite the non-significant difference among sampling volumes, we observed that sampling volumes below 0.50 m³ are much more variable and thus less reliable (Fig. 2). Our comparison of MSE scores for all trials and volumes demonstrated that 1.00 m³ had the smallest MSE and thus the best accuracy.

The two PDFs that we used to simulate sampling allow us to infer that when zooplankton populations are present at low densities, both 1.00 and 3.00 m³ sample volumes provide good estimates of density with acceptable error rates (<0.05) versus smaller volumes.

Our study is limited by the number of trials and replicates within each sample volume, however it presents realistic working conditions and constraints likely to be encountered on ocean-going vessels. Validation procedures for IMO D-2 standard are in development. At present there exist no clear guidelines on sample volumes or sample number. We suggest 1.00 m³ as a starting point and encourage collection of additional empirical data and assessment of sampling strategies.

Empirical data highlighted that integrative samples added precision to density estimations by reducing variance, and that large but practicable volumes - such as 1.00 m³ - benefit from it. MSE scores for 1.00 m³ were lowest regardless of which PDF was used to fit our data, suggesting that this volume most accurately estimated true density. Finally, our
simulations revealed that increasing the size and number of samples improves confidence in compliance assessments, with the best tradeoff between accuracy, precision, and work load seemingly optimized with 1.00 m³ samples.
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